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What is Machine Learning?

Arthur Samuel (1959)

“Field of study that gives computers the ability to learn
without being explicitly programmed”

Software 2.0 Andrej Karpathy (2017)

Program space

Software 1.0

Software 2.0




What is Machine Learning?

In Machine learning, we program the method of learning itself so that the

computer can discover rules from accumulated data
The goal of machine learning is to correctly predict results even for unknown

data that is not in the training data

Training Data

Learning Generallzatlon (Dlscover ruIes)

* Images are made in ChatGPT 40



Applying Machine learning for what?

Demand forecasting
- The power demand for the day is predicted based on the weather.
- Predicting road traffic demand of each link

Product recommendations
- Displaying recommended products on Amazon based on past purchase data
-Recommending transportation options in Mobility as a Service (Maa$)

Anomaly detection I bt i il

- Predicting printer failures in advance based on past ot J'
failure data

- Detecting congestion or traffic accidents

High-level, Semantic Anomaly

Contextual Group Anomaly

Ruff, Lukas, et al. "A Unifying Review of Deep and Shallow Anomaly
Detection." arXiv preprint arXiv:2009.11732 (2020).
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Machine learning for what?

Shafique & Hato (2015): Traffic mode detection
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AV = Average acceleration in vertical direction (G)
AC = Average acceleration in cross-wise direction (G)

Sueki, Hara, Sasaki et al. (2018):
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Chikaraishi, Varghsee, Urata et al. (2020):
Time Occupancy predition
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DNN for time occupancy prediction at LD- 9(K)

Q features (10 min) X

features (10 min)

Q features 20 min)

X features (20 min)
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Machine learning Types

Supervised learning
- To learn the true relationship between input and output from the training data.
- The training data consists of pairs of input data and corresponding output values.

Unsupervised learning
- To discover useful knowledge from the data
- Using only input data in the training process

Reinforcement learning
- Rewards are given for taking specific actions.
- To learn a set of actions that maximizes the cumulative reward over time.

CartPole problem Igo game

https://blog.brainpad.co.jp/entry/2017/02/24/121500 | £ (2019)



http://bin.t.u-tokyo.ac.jp/model19/lecture/yoshizoe.pdf

Flowchart of Machine Learning

1. Identify the task

- You need to clarify what you want to know and the data you can D
potentially collect, and then identify the task and the model to be used.

2. Collect data

- Conduct your own surveys =
- Collect data from open datasets or past surveys.

3. Analysis
- Basic analysis and Preprocess «
- Train machine learning model

4. Summarize
- The results should be organized and summarized
- To return to the corresponding stage if things do not go well




Un-supervised Learning

* Unsupervised learning aims to estimate the underlying structure or processes
that generate the input data
* The input data consists of a collection of feature vectors

Ex.
Clustering is a method that groups data based on similarities
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you can cluster

- people based on previous behaviors and personal attributes
- zones based on attributes of the facilities and people who stay.
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Supervised Learning

The goal is to build a model that can correctly predict y from x by learning
from this input data.

The data in supervised learning consists of
- X: features of the data
- y: target value.

Ex. Image recognition

Y, Small vehicle Large vehicle Large vehicle Small vehicle
https://www.intelligentstyle.co.jp/product/aitraffic/

Ex. Traffic Mode detection

Shafique & Hato (2015)
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Preprocess

- The data may contain both continuous data and categorical data
- Categorical data need to be transformed by creating dummy variable
- Major Preprocessing
- Standardization: mean of 0 & variance of 1
- Normalization: range [0, 1] or [-1, 1]
- The purpose is to make the absolute values and distributions of the various
variables more comparable. By doing this, the model estimation process
proceeds more smoothly

Original Iris Data Distribution
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Model: Regression and Classification

* If the dependent variable y in the training data is continuous,
a regression model is built.

* If y is discrete, a classification model is constructed.

Ex. Regression

* Sales forecast: y = Net sales of stores/day, x = Store square footage, type of
business, weather, day of the week

* Bus demand: y = Number of passengers/h, x = Routes, temperatures, rain,
school vacations, day of the week

Ex. Classification

* Diseased: y = diseased or not, x = Blood test, saliva test, temperature, facial
expression, radiographs

» Traffic mode: y = mode, x = Travel time, fares, access & egress time,
temperature, driver license, accompany person



Classification

* Predictions are made using a model that outputs continuous values f, (x)
based on the model’s parameters w
* The parameter w are estimated via training the model using training data

Ex. Classification in Training data
Linear model Non-Linear model

X2

X4, X, explanatory variable Labels(y): #=1, % =-1




Objective function (Loss function)

The parameter estimation for the model evaluates how well the model fits the data
Loss function L(w)
= Distance between the model output f (x) and the label y from the training data

Obtain parameter w by min };; L(w, (x,y);)
w

Ex. Hinge loss

Hinge Loss L. = max(O, 1 — yiyi) y;: (observed)Label, $;: model output
vi.yi = (—1,1)

Ex. Cross Entropy loss

Cross Entropy Loss L = — [y; log(p;) + (1 — y;)log(1 — p;)]

p;: model output (probability)
p; € (0,1)




Overfit and regularization

What is overfit?

- Overfitting occurs when the model
becomes overly complex and fits too well to
the training data

- Overfitting makes the model ineffective
for prediction

‘ To reduce the complexity

Regularization?

- We add the regularization term on the objective function

m“i]n z L(w,(x,y);) + AR(w)

y

=== Qverfit model
= Better model
&= Training data

X

L2 (Ridge regression): R(W) = ¥ ; wj2
L1 (Lasso regression): R(w) = 2, |wj]




Cross-Validation

Early Stopping

1. The datais split into training and validation sets during parameter estimation

2. The parameters are estimated using the training data

3. To calculate the loss function with the estimated parameters using the
validation sets

4. lterate 2 & 3, and then the final model is selected based on the parameters
that perform well on the validation data

Error

underfitting overfitting
The model is ultimately evaluated

|
|
|
|
|
: based on its accuracy on the test
|

validation
data, which is completely
training independent of the data used for
} > parameter estimation.
early stop Time

Graph by Abambres, & Lantsoght, Eva. (2019). ANN-Based Fatigue Strength of Concrete
under Compression. Materials. 12. 3787. 10.3390/ma12223787.




Model Assessment

We talked about using a loss function to estimate the model parameters. There are
a number of approaches to assessing the model obtained.

1. Accuracy: The percentage of the test data that was correctly classified

number of correctly classified data

Accuracy =

number of all samples

2. Confusion matrix: where predicted outcomes are evaluated in comparison to
actual correct values

Fill : IE Fill: &
Prediction: positive Prediction: Negative

TP (ERH) PN (fAIR1E)
P (fAIEI) TN (EZFRt)

3. Precision: The percentage of instances predicted as positive that are truly positive
TP(E[E1E)
TP(E&H) + FP (&&E1%)
4. Recall: The proportion of true positives that are correctly identified
TP (ER51%E)
TP(E[G) + FN (faf21%)

Precision =

Recall =



Models — Supervised learning

1. Neural Network (NN)

2. Support Vector Machine (SVM)




What is Neural Network?

* Neural networks are machine learning models inspired by the brain.

 Neurons (nodes) are connected through weighted edges, forming a
network.

* Neurons receive signals z from other connected neurons according to the
weights w on these edges, and then apply a transformation called an
activation function o to output a signal.

e Activation function — ReLU function, sigmoid function etc

(max{O, z} (ReLU),

o(z) O'(Z) = <

(sigmoid).

1+ e 2

sigmoid

\

RelLU
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Deep Neural Network

 Neurons are stacked in parallel to form layers.

* By stacking multiple layers of neurons, a deep neural network (DNN) is
created.

* By incorporating nonlinear activation functions such as ReLU and
sigmoid, complex nonlinear transformations can be achieved.

x > Wix - o(Wix) - Woo1(Wix) = 0a,(Woo, (Wx))

Y \w S
}\0;{"‘}\\01/{ e XA
Va b . ZIXN ZIXN




Last layer for classification

consolidates the output into a single

node.

calculate the probability of belonging to each class.

softmax (z) =

DY O
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The final layer of a neural network is configured according to the task.
For regression tasks, it is sufficient to apply a transformation that

In classification problems, the softmax function is commonly used to

e’

[continuous]

|[discrete]




Why you can be DEEP?

Backpropagation
b: bias (parameter)
y;: Observed Label

Loss function F(w,b) = Hp(kilxi) = n?iyi(l — PtV 9,: model output
i i yi,¥i = (0,1)

Log (loss function) E(w,b) = —log F(w,b) = — Z {yilogy; + (1 —y;)log(1 —9)}
n

To minimize the loss function, parameters are updated in the direction of the gradient
OE(w, b)

=W —-nN—- bt+1=bt_77 T

1n: learning rate (hyper parameter)

The derivative calculation is quite simple, allowing for quick parameter updates
J0E(w, b) B
ow

v = — z (y; —¥i)x;  (Insigmoid function)
n

In addition, we can use GPUs for parallel computing




SHAP (SHapley Additive exPlanations)

» SHAP is used to clarify how each feature contributes to the prediction results.
* |t quantifies the impact of each feature on the prediction.
 SHAP makes it possible to interpret machine learning models, which often are

regarded as black boxes.
* The values provided by SHAP are similar to elasticity in discrete choice models.

DepartureTime |
ArrivalTime I
Time_walk [
Time_car |
Time_train |
distance |IEEEEG_———
Time_bus |
Time_bike [[NNENGEGEGEGD
Origin_KeikiZone _
Destination_KeikiZone -
Cost_bus -
Cost_train .
Cost_car [l
stayTime [l
Egress il
Access i
Gender I = :raarin
Age i = walk
DestinationFacility JI W bicycle
TourOfNumber I = :1uc:stnrcycle

| | | SHAi’ valué | |
Mode choice model with NN (Yaginuma 2023)


http://bin.t.u-tokyo.ac.jp/model23/lecture/Yaginuma.pdf

Support Vector Machine (SVM)

A common machine learning model used by the model to learn the boundary line
for classifying data according to the rules governing margin maximization.

« “Optimal” refers to the situation where the margin (the distance between the
decision boundary and the closest data points) is at its maximum.

« Maximizing this distance helps improve the generalization ability of the model.

x Gengralization: how applicable the model is to unknown data
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Support Vector Machine Classification (SVC)

* Under the rule of margin maximization, the decision boundary that classifies the
data is learned.

 The goalis to find the decision boundary that maximizes the margin. However, in
some cases, the data cannot be perfectly separated by the boundary.

* Insuch cases, an objective function is set to minimize a penalty term.

: decision boundar Inverse of margin
Soft-margin SVC l / . s
’ 0 <Objective function> min = ||w||% + Czliv=1 Ci
1 W'brz 2
8 A o . T .
L ) <constraint> yi(W - X; + b) >1-( Vi

] " Penalty =

) = w : Normal vector to the decision boundary
a A Margin G b : bias term of the decision boundary

& - N : Number of data
‘ . | : C . Weight of parameter
. ¢; - Penalty term (usually, apply Hinge function)
S S ——— A ¢ =f(1—y;(w'x; + b))
Support Vector

working with Mr. Nakajima



Support Vector Machine

Normal vector Hard-margin SVC (without penalty function)

© v=(w) [ |

3"'\.J/

Support vectors
X=(p.q)

a1V

b Y=(-p—q+1)

AL

Margin distance

2
‘w

decision boundary

working by Mr. Nakajima


https://www.desmos.com/calculator/66ambs80v1?lang=ja

EHT  IRRIZEBFBETI)LOEE

Bonus: Development of Various Deep Learning Models

WEAMZKREETIL  Applicable subjects and models

B2 Image recognition :
BEHAHF_1—T)L7Zw hTJ—2 (CNN)
Convolutional Neural Network

BAASEEALIE Natural language processing :

BIERE—1—-3)LRY kJ—2 (RNN) . Transformer
Recurrent Neural Network

BIRLER Image generation :
B ERRTRY RO —72 (GAN)

Generative Adversarial Networks

B/E%ER Voice generation :
WaveNet

ETIILOTFAREER EDT7IVT U

Algorithms for improving the model's predictive accuracy

- WEREGIRE Backpropagation
- EXRPMLEPETE  Stochastic Gradient Descent, SGD
- ROWVIT 77 & Drop-out

JET S woRw O R4k (GRBATIEEE) Non-black box (explainability)
- SHAP




Thank you for your listening.

Email: urata.junji.gf@u.tsukuba.ac.jp

Major References:
RRKRFHE-FHRAEH R F——_REEE2021
33 MMEFEEDEBERE [Link]

3-4 REFEDEREREE [Link]


https://uratalab.net/
http://www.mi.u-tokyo.ac.jp/pdf/3-3_ml_basic_and_future.pdf
http://www.mi.u-tokyo.ac.jp/pdf/3-4_dl_basic_and_future.pdf

IRIST— A /\MDSVM & NND3E

Application of SVM & Neural Neural model to IRIS Data

Data Science Example — Iris dataset
http://www.lac.inpe.br/~rafael.santos/Docs/CAP394/WholeStory-Iris.html

Iris Versicolor Iris Setosa Iris Virginica

Share the code in Google Colab



http://www.lac.inpe.br/%7Erafael.santos/Docs/CAP394/WholeStory-Iris.html
http://www.lac.inpe.br/%7Erafael.santos/Docs/CAP394/WholeStory-Iris.html
http://www.lac.inpe.br/%7Erafael.santos/Docs/CAP394/WholeStory-Iris.html
https://colab.research.google.com/drive/1UOam2FMhAqWroDufNIEVbogU1eYTTbwe?usp=sharing

SVM—IRIST — I A\DEAHD

SVM — Application to IRIS Data@

[1] # )Xy —ID+1 oiR—bk  import packages
from sklearn. datasets import load iris
import pandas as pd

© #IrisT—9tEvyb®O—F load the iris dataset
iris = load iris()

t 7—9 7L — L& LTHF save as DataFrame

df = pd.DataFrame(iris.data, columns=iris.feature names)

df[  target’ ] = iris. target

df[’ target name’ ] = df[’ target’ ]. apply(lambda x: iris. target names[x])

it ¥—4®DF1 Confirm the Data
print(df.head())

)

sepal length (cm) sepal width (cm) petal length (cm) petal width (cm) ¥

0 5.1 3.5 1.4 0.2
1 4.9 3.0 1.4 0.2
2 4.7 3.2 1.3 0.2
3 4.6 3.1 1.5 0.2
4 5.0 3.6 1.4 0.2

target target name

0 0 setosa
1 0 setosa
2 0 setosa
3 0 setosa
4 0 setosa



SVM—IRIST — I A\DEHQ

SVM — Application to IRIS Data@

¥ 9—wk (h73JJ) @A+ Count the category of each iris
counts = df[’ target name’ ].value counts()

species
o setosa

o versicolor
® virginica
print{counts)

8 .o ¢ 1 o ’ o
target name R -;. . %;.'” o .
setosa 50 E7 1 @ 1 L 1 Bt
versicolor 50 £ ...:%‘H.g S8 8 Befens
virginica 50 56 - LU 1 33%% 1 e 220 o
Name: count, dtype: int64 z ‘%Eg}i age s ot . iy S
w5 * o o b . ‘v, 1 ef® L .
. g... % ..
import seaborn as sns is — ! — 5 : : :
import matplotlib.pyplot as plt . . o
407 ‘: *e ’ .‘& .. ’ :.: .0
¥ F—9 7L —LfERL construct DataFrame Sas| wdn . * 1%, v ke L2
df = pd.DataFrame(iris.data, columns=iris. feature names) 5 s0d o olme < ghns 4° g3t
df["species’] = pd. Categorical. from codes(iris. target, iris.target names) g“ TR . IR S I R % Y
N 254 E?.G [ ¢ q 0...‘?..5. % * g :g.o'a e
t RPTOw ERE Visualise by pairplot N 10 e |
sns.pairplot(df, hue="species’) , . ; | ' .
plt. show() . . @u:, w 2 ] _ ?:.-. .
L) 8 L]
g g "Zg‘ ] -
= o oGm r.q..l se 5 ..n
g"l .i‘i- .”ii:jg.‘ b b o Eo
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SVM —IRIST —SF\DIEHG

SVM — Application to IRIS Data®

from sklearn.model selection import train test split
from sklearn. svm import SVC
from sklearn.metrics import classification report, accuracy score

i EET—9ETAT—9212938 Divide for Training data and Test data
X train, X test, vy train, v test = train test split(iris.data, iris.target, test size=0.2, random state=42)

# SWEFILODIEEL (RBFA—=+ILE{ER) Estimate SYM model with RBF kernel
model = SVC(kernel="rbf", C=1.0, gamma="scale')
model. fit(X train, v train)

#f 381 Prediction
y pred = model. predict(X test)

i RO Print the result
print("Accuracy:”, accuracy score(y test, v pred))
print("¥nClassification Report:¥n”, classification report(y test, y pred))

Accuracy: 1.0

Classification Report:
precision  recall fl-score support

0 1.00 1.00 1.00 10

1 1.00 1.00 1.00 9

2 1.00 1.00 1.00 11

accuracy 1.00 30
macro avg 1.00 1.00 1.00 30
weighted avg 1.00 1.00 1.00 30



SVM—IRIST — I A\DEH®

SVM — Application to IRIS Data@

import numpy as np

I IrisT—9twv hM&id+AH load and set the iris dataset

iris = load iris()

X = iris.datal:, :2] ¥ BHO22OEFHEZEER Use only two characteristics (Sepal length, Sepal width)
¥y = iris. target

i AT —9&TART—212938 Divide for Training data and Test data
X train, X test, y train, y test = train test split(X, vy, test size=0.2, random state=42)

i SWETILOIERL (RBF—=ILE{ER) Estimate SVM model with RBF kernel
model = SVC(kernel="rbf", C=1.0, gamma="scale’)
model. fit(X train, y train)

#t FBl&5FM Prediction and Evaluate

y pred = model.predict(X test)

print("Accuracy:”, accuracy scorely test, y pred))

print(™¥nClassification Report:¥n”, classification report(y test, y pred))

Accuracy: 0.9

Classification Report:
precision  recall fl-score support

0 1.00 1.00 1.00 10

1 0.88 0.78 0.82 9

2 0.83 0. 91 0. 87 11

accuracy 0.90 30
macro avg 0.90 0.90 0.90 30
weighted avg 0.90 0.90 0.90 30



SVM—IRIST — I A\DEH®

SVM — Application to IRIS Data@

# R TEMEL =W Visualize with two dimention
# Awad)y FEERL TEFEEZTOY ~ Create a mesharid and plot the boundaries
x_min, xmax = X[:, 01.min() =1, X[:, 0L.max() +1
ymin, v.max = X[z, 1L.min() -1, X[z, 1].max() + 1
xx, yy = np.meshgrid(np. linspace(x_min, x max, 200),
np. Linspace(y min, v max, 200))

# ES) Y ERA O FBEI2SA Predicted class for each grid point
Z = model.predict(np.c_[xx. ravel (), yy.ravel()1)
Z = 7. reshape(xx. shape)

i B CSFEERE Draw borders and scatter plots

plt. figure(figsize=(10, 6))

plt.contourf(xx, yy, Z, alpha=0.8, cmap=plt.cm.Paired) # 25AT&DE=
plt.scatter(X[:, 01, X[:, 1], c=y, edgecolors="k', cmap=plt.cm.Paired, s=50) # 7—%=

plt.title(" SYM Decision Boundary (RBF Kernel)') ..
plt.xlabel ( Sepal length (cm)’) SVM Decision Boundary (RBF Kernel)

plt.ylabel (" Sepal width (cm)’)
plt.colorbar()
plt. show() 5.0 1
4.5
1.50
4.0
-é- 1.25
2 354
=
et
E 1.00
= 3.0
o
©
I - 0.75
2.5 1 l
204 0.50
15 l 0.25
1.0 - —- 0.00

4 5 6 7 8

_ Sepal length (cm} m
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NN — Application to IRIS Data@

¥ N —2M ik— bk Import Package

import tensorflow as tf

from sklearn. datasets import load iris

from sklearn.model selection import train test split
from sklearn. preprocessing import StandardScaler
from sklearn, preprocessing import OneHotEncoder
import numpy as np

¥ IrisT—%tw bMEEdAd Load Iris Data
iris = load iris()

X =iris.data 8 ¥EE feature quantities

y = iris.target # 2525AJ correct labelg

I FEE0REtE FEEEZFE0. 980227 —J. preprocessing: Standardization and Normalization (mean=0, variance=1)
scaler = StandardScaler()
¥ = scaler.fit transform(X)

t 2525~ NZ=Oe-HotT>»O—F+ =% One-hot encoding of class labels
encoder = OneHotEncoder(sparse output=False)
y = encoder. fit transform(y. reshape(-1, 1))

i AT —9 T A RT—2I1293 Divide for Training data and Test data
X train, X test, vy train, y test = train test split(X, vy, test size=0.2, random state=42, stratify=y) # Add stratify parameter
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Application of Neural Network model to IRIS Data®@

# Za3a—FI3y FI7—2FETILORESE Set the Neural Network Model
model = tf. keras. Sequential ([

tf.keras. layers.Dense(64, activation="relu’, input shape=(X train.shape[1],)). # AZRE input laver 64 nodes

tf. keras. layers. Dense(32, activation="relu’), ¥ BNE hidden layer 32 nodes

tf. keras. layers. Dense(3, activation="softmax’) # WA output layer (325254 3 classey
)]

fusr/local/Lib/python3. 11/dist-packages/keras/src/layers/core/dense. py:87: UserWarning: Do not pass an ~input shape™/ input dim” argument
super(). init (activity regularizer=activity regularizer, #*kwargs)

¥ EFILDI2ICA I Compile the model

model. compi le(optimizer="adam’,
loss="categorical crossentropy’
metrics=[" accuracy’ 1)

# EFILOHEE Train the model with Training data
# (50w 22, 10w FH 16 50epoch Batch size 16)
history = model. fit(X train, vy train, epochs=50, batch size=16, validation split=0.1, verbose=1)

Epoch 1/50
/7 25 b3ms/step - accuracy: 0.6359 - loss: 0.9960 - val accuracy: 0.6667 - val loss: 0.9377
Epoch 2/50
/7 0s 12ms/step - accuracy: 0.7969 - loss: 0.8622 - val accuracy: 0.6667 - val loss: 0.8471
Epoch 3/50
/7 0s 12ms/step — accuracy: 0.8413 - loss: 0.7233 - val accuracy: 0.7500 - val loss: 0. 7664
Epoch 4/50
/7 0s 11ms/step - accuracy: 0.8507 - loss: 0.6223 - val accuracy: 0.7500 - val loss: 0.6990
Epoch 5/50
71 0s 12ms/step - accuracy: 0.8494 - loss: 0.5479 - val accuracy: 0.7500 - val loss: 0.6418
Epoch 6/50
/7 0s 13ms/step - accuracy: 0.8514 - loss: 0.4843 - val accuracy: 0.7500 - val loss: 0.5959
Epoch 7/50
71 0s 12ms/step — accuracy: 0.8717 - loss: 0.4447 - val accuracy: 0.7500 - val loss: 0.5609
Epoch 8/50
/7 0s 13ms/step - accuracy: 0.8649 - loss: 0.3884 - val accuracy: 0.7500 - val loss: 0.5329
Epoch 8/50
71 0s 11ms/step - accuracy: 0.8195 - loss: 0.3507 - val accuracy: 0.7500 - val loss: 0.5097
Epoch 10/50
/7 0s 12ms/step - accuracy: 0.9181 - loss: 0.3054 - val accuracy: 0.7500 - val loss: 0.4876
Epoch 11/50
71 0s 12ms/step - accuracy: 0.8733 - loss: 0.3175 - val accuracy: 0.7500 - val loss: 0. 4684
Epoch 12/50
/7 0s 11ms/step - accuracy: 0.8778 - loss: 0.3243 - val accuracy: 0.7500 - val loss: 0. 4480
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Application of Neural Network model to IRIS Data®

¥ FARTF—49TOFHE Evaluate the accuracy with test-data
test loss, test accuracy = model. evaluate(X test, v test, verbose=0)
print(f"Test Accuracy: {test accuracy:.2f}™)

Test Accuracy: 0,97

$ TN T—9TDOTR Predict the species from a sample

sample data = np.array([[5.1, 3.5, 1.4, 0.2]11) & Iris-setosa®@¥ > FI.7—4 A sample of Iris-setosa
sample data = scaler.transform(sample data) # #%2%{t (Strandarization)

predicted class = np.argmax(model.predict(sample data), axis=1)

print(f"Predicted Class: {iris.target names[predicted class[0]1]}")

Training and Validation Loss

11 Os 87ms/step 1.0 . —
Predicted Class: setosa ’ — Training Loss
=== Validation Loss
import matplotlib. pyplot as plt
0.8
I Bl - EEE RSl =S Pick up the data of training process
loss = history. history[’ loss’]
val loss = history. history[“val loss’]
epochs = range(1, len(loss) + 1)
0.6

# $8%M@% F0Ow k Plot the loss-valug @
plt. figure(figsize=(8, 6)) K| .
plt.plot(epochs, loss, label="Training Loss") b
plt.plot(epochs, val loss, label="Validation Loss’, linestyle="—") 0.4 RN
plt.title(’ Training and Validation Loss’) \ HH
plt.xlabel(’ Epochs’ ) SR
plt.ylabel(’ Loss’) \ Sael
plt. legend() Tl
plt.grid(True) 0.2 ‘\ R
plt. show() ‘_\__: STme s

—

0 10 20 30 40 50

Epochs




IRISS—AND_1—T)Lx3RwYv NDJO—2DDiEA®

Application of Neural Network model to IRIS Data@)

import shap

# SHAPMEDETE Calculate SHAP-value

explainer = shap.KernelExplainer(model.predict, X train)
shap values = explainer.shap values(X test, nsamples=100)

# SHAPEDEHRIE (1DDY U FILIZDWT) Visuvalize the SHAP for a samplg
shap. initjs()
shap. force plot(explainer. expected valuel0], shap values[0][:, 0], ¥ test[0], feature names=iris.feature names)

11 0s 40ms/step
53/53 0s Ims/step
1N 0s 39ms/step
53/53 0s Ims/step
1N 0s 35ms/step
53/53 0s Ims/step
1N 0s 38ms/step
53/53 0s Ims/step
1N 0s 41ms/step
53/53 0s 2ms/step
1M 0s 38ms/step
E2/ED Me Teae fetan

®

higher = lower

f(x) basze value
—0.06458 0.00:. 015-12 0.1354 0. 2154 0. 335-'1 0.4354 0.5354 0.
petal length (cm) = 0.5922 sepal length ﬁ::m} = D 1898 cepal width [c:m] = —1] 132 petal width (cm) = 0.7907
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