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Introduction

0 Background

® Twitter’s EDSNSOFEZEICL W, UEBEBFBRMEMTWITFR T —XDEUSESHEZICE>TWD

The development of social networking services such as Twitter has made it easier to acquire text data linked to
its location data.

® 1 H-DNBEEREZNLT TFA T —LXOFHELZZMA v b7 — 7 ITHHT T TRRIIICE
TIVICHEAZAD B 2D\ Tweetle DT F X b T — X DEATH 5

The strength of Tweet data is that features of the text data can be connected to a spatial network and incorporated
into a time-series model through the their location data.

0 Applications of behavioral models using text data

® Real time behavior prediction
ex. KERERFIC, Twitter CREONETF AT —XZOHREBL O AL DITENE ) TILZ A LI
TR 2% EDICANERFIND

It is expected to be applied to real-time prediction of people's behavior based on the content of Twitter text data
in the event of a disaster.

® Extracting the transformation of universal values

ex. DEM] (CBET BTweetl T DREICEB SN/ -TFR b TF—4R 21—V —-DUBBEREZEL
T. COVID-19DATRIA T T % & DEM] ICXWT 2 TRNAMEHREOERMETE S
Through tweets about "congestion" and their long-term accumulated text data and user location information, we

can extract universal changes in values about "congestion" by comparing them before and after the COVID-19
epidemic.



Text data and Feature vector

[ Relationship between text data and Feature vector

Relationship between time spent
in the location and Tweet
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supervised machine learning

EEIOFEINBIZWWECOREZRDIF£ L 7=,
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DNN(Bert)

[“Good”, “Neutral”, “Bad”]

TEIMDOEEERZ, TEIZRTZE S
BHMEOICLTHWS
Extract features from text to describe behavior.
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(@ PCA(ERX S 1)

Principal Component Analysis
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*The image above does not represent PCA, but an image to help you understand characteristics of words.



Framework

Area : 1200m X 900m

Add features to the mesh’s centroid.
Grid size - 300m
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LocData : 111428
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Grid network with the centroid ~ Feature
of each mesh as node extraction and
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Spatial configuration Text Datas

Route Behavior Data

Two pathways and unlinked
trips to the network

Extract features
from text data

Route Choice
by dRL Model

Estimation of parameters for
explanatory variables and

Assign the flow




RL model and State Quantity

R RTICE RN BB #KR T £ 5 7 E T /L > RL(Recursive Logit Model)

dRL"E'Tllza)'H(,._,\ﬁﬁ{ Eﬁﬁ (Beumanﬁ*i_t) State value function Bellman equation of Discounted RL model v (s;)
n \5j
AR E A Vn(3j+1|5j;9) .
Time discountrate(0 < 8 < 1) Sjr1 N
d —_ . df~ Y. ...~ N\| ~»___ Sy ~ _7_7_7_,_,_,.7-7-*""': . -
4 (SJ') =k L_ m&)és ) (v(5j+1|5j» 9) + BV (5j+1) + H6(5j+1))] © -e _}A(SJ)/ )
JHL=TR B A 5 3k 550 A HE ,
Transition Utility Future Utility err -7

5 BEE X o72 LSEIZMED 106 = 09ICEE L THE
® Problem : RLE T IVIFIREEE H ALY RLmodel has no state quantity KT LTBEIREE O7=0p = 091 e LT
This time we fixed £ =0.9

> " Tweet ZfEl & v b 7 — "% & A Introduction of Tweet Space
= H584 LRATy7IZTweetx 35 Z & ZTweet Node lZ BT 5 & L TEEUAYICIREEE A LR T 5

Tweeting at a certain time step is described as a transition to Tweet Node.
C.T

#h A B2 utility Function

: node
: link
UZIAD =B X+ V, +¢,
: Tweet Node P I
: Real Node H;K%j]ﬁ_ﬁ_ R
Future Utility err

B.R

ARICWD & F(TEBBFEDERKII(B.R, C.R, B.T,C.T} DX NBED/NZ—IT&>TW D
When one is at A. R, the transition option is DT oND
The shape of formulation of X can be divided into

p— —_ N y \E:E
ATICWB LT Li%@?f‘ﬁ@k_jﬁﬁf‘i {A' T, B.R, C.R, B.T,C.T } several forms depending on the pattern of the transition

When one is at A. T, the transition option is



Formulation

Features Features that predict the Constant term
of the Grid probability of a Tweet for Tweeting
AyYaD  TweetDFEFEZE
0 D BEE FHT 3HE R
AR BR | BTOfHE 0 0 0
AR BT BTOfE BTOfHE 0 1
AT BR | BTOE 0 0 0
_ AT BT BCTOIHE BCTOfH 0 1
AR BR 1 tweetNode | AR AR | ACofm 0 0 0
R - Real Node AT AR | ATOfH 0 ATOIE 0

[@@@A.R - B.R/A.T - B.R/A.R - A.R
ex. U(ZlA) = ﬁshop : Xshop + Bwidth : Xwidth
< 2 A.R > B.T/A.T - B.T

ex. U(ZlA) = ,Bshop ’ Xshop + Bwidatn * Xwiath T Bnrweet * Xnrweet + Beonstant

Tweet% ¥ 5 H
Utility of Tweeting

(6 A.T - A.R
€x. U(ZlA) = Bshop ’ Xshop + Bwiatn * Xwiatn +

Tweetf® IZHTET S %1A
The Benefits of Staying After Tweeting

shop * JEEH#L Number of shops \

width : BEENE Lane width

nTweet : Tweet#{ Number of Tweet
constant - Tweetd 5 Z & [ZXF 3 B TEFMIE Constant term for Tweeting

word_vec : TweetT F X b A O S N7-EFE R 7 b JL Feature vector extracted from Tweet



Estimation Result

Basic RL Model RL Model using estimated evaluation
Estimation 1
Estimated Parameter t-Test Estimation 2
Estimated Parameter t-Test
the Number of Tweet 2.74
Eval58 292
the Width of Road -6.61 *
the Number of Shop 3.53
the Number of Restaurant -6.59 *
the Number of Sample 103
Initial LL -835.69 N
Final LL 82172 the Number of Restaurant -3.26
LL Ratio 0.016 Constant Term (for Tweet) -12.12 **
Adjusted LL Ratio 0.013 the Number of Sample 103
AIC (FRith s ERHE) 1649 Initial LL -835.69
B 0.53 ) ’
*SUHE *1%HE Final LL -629.14
LL Ratio 0.24
Adjusted LL Ratio 0.24
s AT — R > N R B
VA — FEEORHMEN AL REAEL, ACORRREES 1270
. == =t — B 0.97
widthOHETEE S BRUCK S 5, Pr—————
Without tweet-related features, LL is low. The width

estimate is also counterintuitive.

LAMZVOBICHLTHRIA—=ZNETH D DI,
NBIITS M)y THDhh o7 EZ 5N,
The negative parameter for the number of restaurants is
thought to be due to the small number of trips to eat out.

TEL, HEIFZEL TW5,

We succeeded to get high LL ratio & t-value.



Estimation Result

Basic RL Model RL Model using vectorized text data
Estimation 1 - -
Estimated Parameter t-Test Estimation 3
Estimated Parameter t-Test
Evaluation 1.79 398 *
the Number of Tweet 0.62 3.09 *
the Width of Road -6.61 * 360 *
the Number of Shop 3.53 PCAL 0.94 )
the Number of Restaurant -6.59 *
the Number of Sample 103
Initial LL -835.69
Final LL 821.72 the Number of Restaurant -0.11 -3.74 *
LL Ratio 0.016 Constant Term (for Tweet) -3.55 -12.14 **
Adjusted LL Ratio 0.013 the Number of Sample 103
AIC (FRith s ERHE) 1649 ..
8 0.53 Initial LL -835.69
SUFE HI%HE Final LL -629.14
LL Ratio 0.25
. N . Adjusted LL Ratio 0.24
N > 4=l B2 LS N
VA — FEEOFHEN L WE ., TEMEL, AIC (R B A1) 1268
. P =t | —
widthDETEBES BRRICKT 5, 8 0.97
Without tweet-related features, LL is low. The width SUEE HI%EE
estimate is also counterintuitive.

Ry MM ENFEZT IR T —ZDOE—FRHDEH

SRS o710, LEL, tEZeh -7,
Although the contribution of the first principal component
of the vectorized text data was not high, we got high LL
ratio and t-values.



Scenario Simulation

EBROMLAFPOHEFRTDY A4 — F2021FIRE)Z. MBI ARXIET 7AXAFRICEDZE / — FITfFE
We distributed tweets (2021) in Matsuyama-city to nodes, depending on their implying emotion
S/ —=FTOVA—=FREVEALLTzEZ, TTEIE(LIER oSN ?

Do you see behavioral changes when the tweet sentiment at the node changes?
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Scenario Simulation Result

Traffic Flow

% » Sf wLg ‘ 2. (absolute) i

AT ERR B mlﬁah & ‘»:—“w.—:q _;‘ ”l"\“‘ Al R ; \‘ e AT s
® EL\ VA= bENELT:/ — FOMGETIE, VA — MDBIL7:

The number of tweets increased in the vicinity of the node that gave good tweets

® BWYA—beMELT/ —MIETIE. VA1 — MMTEIDRED L

Tweeting behavior decreased near nodes with bad tweets

Number of Tweet /person relative)
Least tweeted/person 4 () 0.00019 - 0.00037

(0 0.00037 - 0.00094
@ 0.00094 - 0.00181

Most tweeted/person § @ 0.00181-0.01132

high

low



Appendix

[ Relationship between text data and Emotional evaluation

PPDentry7 —Z DR - PRV - E¥H 5 THARL -
Tﬁ*ﬁ%fi—@’)ﬁ_o

BW:EbHuTHAEWL - BUODIERMEIC

PREWN - BLOSEEDIEBZORIZHER %,

The results of responses to the five indicators of PP entry data (good, somewhat good, neither good nor bad,
somewhat bad, and bad) were analyzed in three levels: good, neither good nor bad, and bad.

Number of tweets by time zone

012 Goodis superior
N Good
° ." Neutral
o » . W Bad
. « Neutralis superior
*

=
2
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Probability

°
®

002

Time

v TweetlBEIZ1HBD 5 b TRY AR S, BlHBEHEIC
E—ohH B

Tweet frequency is unevenly distributed throughout the day, with a
peak generally during the daytime.

v 1R ER(IC/ B2 DN ThadlZHEE X 5 Tweet A
BT B> ENTE/?

Towards the end of the day, the number of Tweets classified as "bad”
stands out. People get tired?

Relationship between time spent in the location and Tweet
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DY 7 ANAETFERRBICIZHEBEIRTTE S

This Classes in Tweet content can be expected to correlate with time spent.

B TRV (2N X D Tweet & Tweet & 1L7- 3570
TOREREOEENSHAFTE S

In particular, we can expect to see a correlation between Tweets that are
classified as "good" and the time spent at the location where they were tweeted.

[EBEoTHRW] [EBU] ICOEIN D Tweet & IHTE
R DEWESHENICNAT KRR S

The difference in time spent between Tweets categorized as "neither" or

"bad" looks relatively small.



Appendix

[ Basic Analysis -Text Mining Analysis-
® Time

v &Y b rROAHIEEFEEH,
muhE Bbhhns

The urge to buy is greater at night than in the
morning.

vV RIFFABDOZ L Z2E XD 5

At night, many people think about tomorrow.

~ o A%
N £ ¥
ITSIE S THRA Lty L
morning nlght
® Age

v Rk O HAR DIER DE
WA DR D

The text data shows different trends in the
facilities used.

v FAEEROHEHAEOMER DE
WA DD R D

Different words are used for the same
meaning between generations.

"fé(‘% ‘ ;Eému

‘ | H IJ % Or#
o @ i

People in their 20s People in their 50s




Appendix

] Basic Analysis -Differences in trends in behavior occurrence by purpose-
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ATRAICE L TIEBRNZ EICT B ERETREEFRoNGD o 72

There was not much differencein trip time by purpose.

1D D[ — 7 BREwEEFE DB H 2 —F
T, EREFOE— 7RSI EIERBEOE — 7 &
B IEEL TWB LS REHEREL BN,

For some purposes there are the single peak time, and for
other purposes the peak time of arrival appears later than

the peak time for departure.



Appendix

[ Basic Analysis -Apply tf-idf approach to text data per mesh-
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