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Introduction

Å!ǇǇƭƛŎŀǘƛƻƴǎ ƻŦ ōŜƘŀǾƛƻǊŀƭ ƳƻŘŜƭǎ ǳǎƛƴƎ ǘŜȄǘ Řŀǘŀ

ex. ←ᵲ ⱲτʺTwitterπ δϣϦϥГϺІЕД˔Ќχ Τϣ ˑχ“ ϬзϯиЌϱЭτ
βϥσςχᴂ Υṍ ήϦϥ

It is expected to be applied to real-time prediction of people's behavior based on the content of Twitter text data 
in the event of a disaster.

¸ Real time behavior prediction

ex. ˮ ₤╛˯τḩβϥTweetρζχ ṍ τ ήϦθГϺІЕД˔Ќρг˔Ѓ˔χӡ Ϭ ΰ
οʺCOVID-19χ “ ῇπ ᶓβϥρˮ₤╛˯τ βϥ σᴣ Ḣχ Ϭ πΦϥ

Through tweets about "congestion" and their long-term accumulated text data and user location information, we 
can extract universal changes in values about "congestion" by comparing them before and after the COVID-19 
epidemic.

¸ Extracting the transformation of universal values

Å Background

¸ ¢ǿƛǘǘŜǊσςχ{b{χ τϢϤʺӡ ρ ΜθГϺІЕД˔Ќχ︡ Υ ӬτσμοΜϥ

The development of social networking services such as Twitter has made it easier to acquire text data linked to 
its location data.

¸ г˔Ѓ˔χӡ ϬᵒΰοʺГϺІЕД˔Ќχ ϬἋḧКАЕм˔ϼτ ΪοⱲὉ τЯ
Диτ ϙ₅ϛϥ ΥTweetἹ꜠χГϺІЕД˔ЌχếϙπΚϥ

The strength of Tweet data is that features of the text data can be connected to a spatial network and incorporated 
into a time-series model through the their location data.



Text data and Feature vector

Å Relationship between text data and Feature vector 
Relationship between time spent 

in the location and Tweet ГϺІЕΤϣ θ Ϭʺ“ ϬṜ πΦϥ
χἹτΰο Μϥʻ

ώнΦспΣ πмΦрΣ ΧΣ лΦммϐ

DNN(Bert)

ễ◖ΚϤṐᵣᶘ

χᴱ τΜΜḇαχ῝הϬᾋνΪϘΰθʻ
τσμθϣ ότ οϙθΜπβφʻ

ώάGoodέΣ άNeutralέΣ άBadέϐ

PCA(︠ )

morning

῎ЦϼЕиΤϣ ╩χ
ΦΜ꞊Ϭ

β ψt/!χϜχπψσΨʺΚΨϘπ ῎χ Ϭ ᵔΰοϜϣΞϱЮ˔Ѕπβʻ

Extract features from text to describe behavior. 

Principal Component Analysis

*The image above does not represent PCA, but an image to help you understand characteristics of words.

supervised machine learning

χᴱ τΜΜḇαχ῝הϬᾋνΪϘΰθʻ
τσμθϣ ότ οϙθΜπβφʻ

Extract axes with high 
variance from word vectors



Framework

!ŘŘ ŦŜŀǘǳǊŜǎ ǘƻ ǘƘŜ ƳŜǎƘΩǎ ŎŜƴǘǊƻƛŘΦ
DǊƛŘ ǎƛȊŜʿоллƳ

Network Data

ƳŜǎƘΩǎ /ŜƴǘǊƻƛŘ Ґ ƴƻŘŜ

Route Choice 
by dRLModel

Route Behavior Data

Matsuyama 2007

Area : 1200m˷ 900m

Grid network with the centroid 
of each mesh as node

[ƻŎ5ŀǘŀΥ мммпну
¢ǊƛǇ5ŀǘŀΥ ммсл

Completing 
the number of data

Map
Matching

Two pathways and unlinked 
trips to the network

Text Datas

Extract features 
from text dataSpatial configuration

restaurant, shop ...

CŜŀǘǳǊŜ 
ŜȄǘǊŀŎǘƛƻƴ ŀƴŘ 
ƴƻǊƳŀƭƛȊŀǘƛƻƴ

Estimation of parameters for 
explanatory variables and

Assign the flow

PP Data 



RL model and State Quantity 

ҦέTweetἋḧКАЕм˔ϼέϬ

¸ Problem : RLЯДиψ ΥσΜ RL model has no state quantity

Tʿ Tweet Node
Rʿ Real Node

˹ΚϥЌϱЭІГАФτTweetϬβϥάρϬTweet Nodeτ ӱβϥρΰοṮⱨ τ ϬṜ βϥ

Tweeting at a certain time step is described as a transition to Tweet Node.

̔ʿƴƻŘŜ
ʿƭƛƴƪ

῟ ḩ Utility Function

ⱲὉ τ ⱳ σӱ Ϭ βϢΞσЯДиҦRL(Recursive Logit Model)

Introduction of Tweet Space

ὃȢὙτΜϥρΦτ ӱ χ ♥ψ ὄȢὙȟὅȢὙȟὄȢὝȟὅȢὝ

ὃȢὝτΜϥρΦτ ӱ χ ♥ψ ὃȢὝȟὄȢὙȟὅȢὙȟὄȢὝȟὅȢὝ

When one is at ὃȢὙ, the transition option is

When one is at ὃȢὝ, the transition option is

Ä2,ЯДиχ ᴣ ḩ ˢ"ÅÌÌÍÁÎ꜠ˣ

῏₯‮
err

῟
Future Utility

ӱ῟
Transition Utility

ὠ ί Ὁ ÍÁØ
ᶰ

ὺί ȿίȠ— ‍ὠ ί ‘‭ί

Ⱳḧᶤԏ
4ÉÍÅÄÉÓÃÏÕÎÔÒÁÔÅπ ‍ ρ

Ὗὤȿὃ ‍ɇὢ ὠ ‐
῟

Future Utility
῏₯
ŜǊǊ

State value function Bellman equation of  Discounted RL model

άχὢΥ ӱχОЌ˔рτϢμοΜΨνΤ
χἹτ ΪϣϦϥ

The shape of formulation of ὢ can be divided into 
several forms depending on the pattern of the transition

βθιΰ₈ᵕψḛ χθϛ‍ πȢωτᾧ ΰο

This time we fixed ‍= 0.9



Formulation

B.T

"Ȣ2

A.T

A.R

Tʿ Tweet Node
Rʿ Real Node

ὃȢὙᴼὄȢὙȾὃȢὝᴼὄȢὙȾὃȢὙᴼὃȢὙ

ὃȢὙᴼὄȢὝȾὃȢὝᴼὄȢὝ

ὃȢὝᴼὃȢὙ

Features 
of the Grid

Features that predict the 
probability of a Tweet

ex. Ὗὤȿὃ ‍ ɇὢ ‍ ɇὢ

ŜȄΦ Ὗὤȿὃ ‍ ɇὢ ‍ ɇὢ ‍ ɇὢ ‍

ex. Ὗὤȿὃ ‍ ɇὢ ‍ ɇὢ ‍ ͺ ɇὢ ͺ

TweetϬβϥ῟
Utility of Tweeting

Tweetῇτ ∕βϥ῟

The Benefits of Staying After Tweeting

Emotions 
extracted from 

Tweets

Constant term 
for Tweeting

ίὬέὴʿ bǳƳōŜǊ ƻŦ ǎƘƻǇǎ

ύὭὨὸὬʿּכ Lane width

ὲὝύὩὩὸʿTweet Number of Tweet

ὧέὲίὸὥὲὸʿTweetβϥάρτ βϥ ‮ Constant term for Tweeting

ύέὶᾨὺὩὧʿTweetГϺІЕΤϣ ήϦθ ЦϼЕи Feature vector extracted from Tweet



Estimation Result

Basic RL Model RL Model using estimated evaluation

Бϱ˔Еḩ χ ΥσΜρʺ Υ Μʻ
ǿƛŘǘƘχ Ϝ ḇτ βϥʻ

Without tweet-related features, LL is low. The width 
estimate is also counterintuitive.

йІЕжрχ τ ΰοОжЮ˔ЌΥ πΚϥχψʼ
ᵰ τ“ΨЕзАФΥ σΤμθθϛρ―ΠϣϦϥʻ

The negative parameter for the number of restaurants is 
thought to be due to the small number of trips to eat out.

ʼt ψӗ ΰοΜϥʻ

We succeeded to get high LL ratio & t-value.



Estimation Result

Basic RL Model w[ aƻŘŜƭ ǳǎƛƴƎ ǾŜŎǘƻǊƛȊŜŘ ǘŜȄǘ Řŀǘŀ

Бϱ˔Еḩ χ ΥσΜρʺ Υ Μʻ
widthχ Ϝ ḇτ βϥʻ

Without tweet-related features, LL is low. The width 
estimate is also counterintuitive.

ЦϼЕиᴟήϦθГϺІЕД˔Ќχ ԁ︠ χṄ
ψ‰ΨσΤμθΥʼ ʼt ψ‰Τμθʻ
Although the contribution of the first principal component 
of the vectorized text data was not high, we got high LL 
ratio and t-values.



Scenario Simulation

χ∑ם ╦ ◕ᵹ πχБϱ˔Е(2021 ᾝ∕)Ϭʺꜘ€βϥḇ ФжІЫϱЗІτṁξΦЛ˔Жτ

We distributed tweets (2021) in Matsuyama-city to nodes, depending on their implying emotion

ҦЛ˔ЖπχБϱ˔Еḇ Υ ᴟΰθρΦʺ“ ᴟψᾋϣϦϥΤˁ
Do you see behavioral changes when the tweet sentiment at the node changes?

Ϟμϊ ϥχ ᵃΧθ

It was too late to come.

ζω ẆΰϐϤτ ϓθΪςϞμ
ϊϤ Μ( ˅ ˆ) Ḳ

It's been a while since I've had the soy sauce 
flavored oil soba at Shuhei. It's always good!

bŜƎŀǘƛǾŜ

Positive
Positive

Μ πΚμθι

The bath was very comfortable.

Node
= Centroid of each Grid



Scenario Simulation Result

Most tweeted/person

[Ŝŀǎǘ ǘǿŜŜǘŜŘκǇŜǊǎƻƴ

Number of Tweet /person

high

ƭƻǿ

Traffic Flow

¸ ΜБϱ˔ЕϬ ΰθЛ˔Жχ ựπψʺБϱ˔Е Υ ᴥΰθ

The number of tweets increased in the vicinity of the node that gave good tweets

¸ ӂΜБϱ˔ЕϬ ΰοЛ˔Ж ựπψʺБϱ˔Е“ Υᾚ ΰθ

¢ǿŜŜǘƛƴƎ ōŜƘŀǾƛƻǊ ŘŜŎǊŜŀǎŜŘ ƴŜŀǊ ƴƻŘŜǎ ǿƛǘƘ ōŀŘ ǘǿŜŜǘǎ

(absolute)

(relative)


